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Abstract

The use of randomized controlled trials (RCTs) and related randomization strategies to eliminate selection biases in establishing causality is a key element of the “modern experimentalist paradigm” (MEP). Yet, its emphasis on precisely identifying causal factors often limits its capacity to provide an evidence base for policy. We illustrate this through a detailed look at Project STAR, an extensively analyzed, well-funded, large-scale, rigorous RCT commissioned by the Tennessee legislature to help it decide whether to mandate statewide class-size reductions (CSR) from kindergarten to the third grade. Project STAR randomly assigned students to classes of different size and compared test results across these classes, to obtain an unbiased answer to the research question, “Does reducing class size improve test scores?” However, this shed little light on whether reducing class size was a good use of increased education financing. Analyses of Project STAR ignored general equilibrium effects of CSR on both the demand for teachers and the value of test scores. Moreover, its emphasis on estimating average class-size effects in a particular setting diverted attention from their heterogeneity, and the need to understand how class size affects learning, and how its effect is moderated by circumstances. Rather than considering the full chain of evidence necessary for shaping class-size policy, Project STAR concentrated its effort on maximizing the accuracy of a single link in that chain; internal validity trumped policy relevance.
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Introduction

The use of randomized controlled trials (RCTs) and other forms of randomized assignment to establish causality is a central element of what Angrist and Pischke (2009) call the “modern experimentalist paradigm” (MEP). Policy-oriented empirical studies are often susceptible to selection biases that can distort findings, and randomization has become the "Gold Standard" for eliminating these biases. Thus, the United States Department of Education Institute of Economic Studies What Works Clearinghouse (WWC) sees randomization as a necessary condition for classifying a study as "meets WWC standards without reservation."1 Similarly, the stated objective of MIT's highly influential Abdul Latif Jameel Poverty Action Lab (J-PAL) for policy-oriented research on developing economies, is "to support the use of randomized evaluations, to train others in rigorous scientific evaluation methods, and to encourage policy changes based on results of randomized evaluations."2 And as Deaton and Cartwright (2016) note, there are many other such "… 'What Works' centers using and recommending RCTs in a huge range of areas of social concern across Europe and the Anglophone world …"

The MEP as commonly practiced follows Rubin's (2005) call to "separate scientific inference for causal effects from decisions based on such inference," focusing its efforts on questions of economic or social causality for which precise, unbiased answers can be obtained without a need for theory. This approach has produced persuasive findings on a wide range of issues but is less useful as a guide to policy decisions. The same methodological decisions that reduce bias and promote greater accuracy in its findings also undermine its capacity to provide a useful evidence base for specific policy issues, even as its stringent data requirements severely restrict the universe of questions it is able to address. Where there is a tradeoff between policy relevance and internal validity, the MEP favors internal validity.

We illustrate this difficulty through a detailed look at Project STAR, a rigorously executed and extensively analyzed, well-funded, large-scale RCT. Commissioned by the Tennessee legislature in 1985 to help it decide whether to mandate statewide class-size reductions (CSRs), Project STAR randomly assigned students from kindergarten to grade three (K-3) to classes of either (approximately) 22 or 15 students, and compared tests scores across different size classes to determine whether reducing class size improves test scores. A close look at its

2 https://www.povertyactionlab.org/about-j-pal
design and implementation reveals various departures of implementation from design. However, these are tangential to our central argument, which is that Project STAR as designed could not provide a useful guide to shaping the policies it was meant to inform. These limitations were largely overlooked in published analyses of Project STAR. Consequently, in the subsequent spread of CSR policies across the United States, problems that might have been anticipated came as a surprise, and the perceived benefits of expensive, large-scale CSR initiatives such as those in California and Florida fell short of expectations.

This detailed study of Project STAR complements more broadly framed critiques of the paradigmatic status of RCTs in economics by Heckman (2000), Heckman and Vytlacil (2010), Deaton (2010), Sims (2010), Basu (2013), Hausmann (2016), Rothstein and von Wachter (2016) and Deaton and Cartwright (2016) among others. The careful look it offers at a well-funded, highly regarded, extensively analyzed RCT adds concreteness to many of the important points raised in these more general treatments, and shows that the potential flaws which they indicate can arise even under seemingly ideal conditions. It also complements Aron-Dine, Einav and Finkelstein's (2013) meticulous re-examination of the RAND Health Insurance Experiment, initiated in 1974 at a cost of 300 million dollars (at current prices), and still widely viewed as the “gold standard” in its field. Where their re-analysis of the RAND data focused on departures of implementation from an ideal experimental design, our central argument is that Project STAR as designed could not provide a useful guide to shaping the policies it was meant to inform.

This stems, in the first instance, from the research question it addressed, "Does a reduction of class size increase learning?", a well-formulated research question tailored to obtain a clear, unbiased answer through randomized experimentation. But it is not the policy question that

---

3 Such departures are largely inevitable in social policy research. For related work, see, e.g., Ginsburg and Smith's (2016) analysis of 27 RCTs on mathematics curricula in the What Works Clearinghouse, and Necker (2014), on a survey of economists' divergences from accepted practice. A broader discussion would also address ethical dimension of social experiments (Greenberg, Shroder and Onstott, 1999).

4 In this, economics follows evidence-based medicine. As The Lancet (2004) announced when the World Bank announced its program of RCTs, "The World Bank is finally embracing science" (Deaton, 2010). Worrall (2007), Cartwright (2007) and Cartwright and Munro (2010) offer parallel critiques of RCTs in a general scientific context; Vandenbroucke (2004) argues for observational studies in medical research; Vandenbroucke et al. (2016) support "pragmatic pluralism" in establishing causality in epidemiology; and Ullman (2013, p. 37) calls on computer science to leave room for “ideas that require analysis rather than experiments”.

5 This led them to minimize its robust findings, which they summarize as "rejection of the null hypothesis that health spending does not respond to the out-of-pocket price”—a modest return on a very large investment.

6 This is the first in a list of causal research questions, which Angrist and Pischke (2009) recommend to their readers as appropriate subjects for empirical research within the MEP. Like Project STAR, empirical economic
decision-makers face, which is whether CSR is the optimal, or at least a good use of a large increase in education spending. Comparing the advantages of CSR to other options, or at least to its cost, requires a chain of evidence of which Project STAR can only provide a single link, where the other links in the chain are very weak, as we show in what follows. Tailoring the research question to maximize internal validity at the expense of policy relevance is a common feature of the MEP.

The narrowly defined *ceteris paribus*, experimental environment under which Project STAR was conducted ignores crucial differences between experimental conditions and the actual conditions of implementation. One important difference is the adverse general equilibrium effect that a statewide CSR is likely to have on the level and distribution of teacher quality; another is the reduced significance of improvements in test scores, when all test scores rise. In addition, Project STAR's randomized assignment of students and teachers to classrooms, while an effective control for selection bias, is a radical departure from most principals' purposeful, even strategic matching of teachers and students, which must affect the distribution of outcomes and may also affect their average level.

Moreover, the emphasis that the research question places on average class-size effects, veils the intrinsic heterogeneity of these effects. This is especially relevant for applying the lessons of Project STAR to prospective CSR initiatives in other settings. Ignoring how and when CSR affects learning reflects the theory-free anti-Bayesian bias of the counterfactual causal model underlying the MEP, which does not require an understanding of the mechanisms through which CSR benefits learning. However, as Cartwright and Munro (2010) argue, shifting the emphasis of policy-oriented research from determining whether a given social policy has a significant effect in specific circumstances to understanding the factors that determine its capacity to achieve such an effect can only enhance its usefulness as a guide to policy. Such an understanding could be furthered through economists collaborating with scholars in other disciplines with access to relevant prior knowledge, including "knowledge that we informally absorb" (Basu, 2013, p. 13). But this is rare; education scholars and economists have published extensively on Project STAR, but nearly always separately. Again, this is a general characteristic of research in the MEP.
Finally, much of the economic research on Project STAR is uncommunicative. Policy is typically made in a contentious political and ideological context, where empirical findings and theoretical insights are routinely taken out of context or distorted by interested parties, if not happily ignored. The urge to take an unassailable evidence-based position is a natural response to these distortions. It generally leads to a heightened emphasis on the finer points of econometric analysis, rendered in technical language accessible only to a specialized audience of fellow practitioners that discourages dialog with the outside world. In the past, prominent economists engaged more readily in open debate, directly addressing the public on broad policy issues. This contributed to the adoption of many useful economic and social policies grounded in an eclectic evidence base.7 The current disconnect is not only an obstacle to the wider communication of economic perspectives on policy but also undermines collaboration with practitioners, experts from other disciplines and decision-makers to design more useful empirical research.

The design and analysis of Project STAR

Project STAR (student/teacher achievement ratio) was commissioned by the State of Tennessee over thirty years ago, to determine whether classes should be reduced from their then current level of 22 students per class to a target level of 15 students per class (Folger, 1989; Finn and Achilles, 1990; Mosteller, 1995). In fall 1985, a non-random sample of 79 schools with 6,324 kindergarten children were chosen to participate in the project. Schools volunteered to participate in STAR for four years, from kindergarten to third grade, and had to be large enough to accommodate two large classes and one small class in the kindergarten cohort.8 As the selection of schools was non-random, the research design focused on the estimation of class-size effects within schools.

In each of these schools, kindergarten children were randomly assigned to either a large class of 22-25 students, a large class with a full-time teacher’s aide, or a small class of 13-17 students. In addition, small and large classes without a full-time teacher’s aide had part-time teachers' aides. The initial randomization of students is described in detail by Folger (1989, p.

---

7 Competition policy, the regulation of utilities, the shape of the tax code—among many examples—are based on ad hoc combinations of theoretical understanding and eclectic, incomplete empirical evidence. Worrall (2007) cites examples in medicine: the use of penicillin to cure pneumonia, and appendectomies.

8 Of the 79 schools, four did not remain for the full 4 years, for unreported reasons (Hanushek, 1999, p. 151).
and Krueger (1999, note 7), and generally viewed as reliable, despite some apparent
departures of implementation from design. The smaller classes have a slightly smaller share
of disadvantaged children (Krueger, 1999, Table 1). Mathematics was mostly taught in the
full class but reading was taught in groups, and remedial students were pulled out of class.
Mosteller (1995, p. 124) notes that some 7% of children in small classes were found to be
“incompatible” and moved to larger classes, but “[n]o mention is made of what was done
about incompatible students who were already in regular-sized classes.” Krueger, (1999, p.
499) notes that small classes actually ranged in size from 11 to 20 children, and regular
classes from 15 to 30. Teacher assignment is described as random, but in a general way—
there are no protocols—and there are indications that teachers' preferences might have been a
factor in the assignment process.

Students were to study in these classes for four years, to the third grade, and tested annually
in reading, mathematics and basic study skills, with the purpose of comparing average test
scores across the different class types. However, there was substantial attrition in the
transition from kindergarten to the first grade, with 30% of the kindergarten cohort exiting
the project. The first-grade sample was expanded to 6,828 students, 34% of them not having
participated in the project the previous year. Moreover, as kindergarten was not mandatory in
Tennessee, some 10% of the sample joining in first grade had not attended kindergarten at all.
In addition, “… to alleviate some parental concerns, about half of the regular-class students in
kindergarten were randomly reassigned to teacher-aide classes in first grade, and half of the
teacher-aide pupils were reassigned to regular classes. Youngsters in small classes were not
reassigned.” (Finn and Achilles, 1990, p. 560). Attrition was substantial in later years, too,
and only about a third of the original kindergarten class continued through to the third grade.
All told, 11,600 students participated in STAR over the four years of the program, with an
average duration of 2.3 years. In all years, students exited the larger classes at a higher rate,
and Ding and Lehrer (2010) present statistical evidence showing that attrition was non-
random in all years.

The various estimates of class-size effects drawn from the Project STAR data generally agree
that studying in a smaller class in kindergarten significantly improved test scores, with the

9 Pate-Bain et al. (1992) and Nye et al. (1999) followed these students in later years, and subsequent studies
followed them to college entry (Krueger and Whitmore, 2001) and the labor market (Chetty at al., 2011).
10 As Krueger (1999, p. 499) observes “… if the constancy of one's classmates influences achievement, then the
experimental comparison after kindergarten is compromised by the re-randomization”.
estimated average effect falling in a fairly narrow range; and if there is an effect in later years it is much smaller. Hanushek (1999), a prominent critic of CSR, estimated a small-class effect in kindergarten of 0.17 of a standard deviation (SD), with possibly a small, added effect in first grade, and no further effect in grades two and three. Krueger (1999), a cautious supporter of CSR, grouped student-year effects by year-in-the-program. He found a first-year effect of 0.136 SD, and an average annual effect of 0.024 SD in each subsequent year, while noting that the second and third grade effects are smaller than the first-grade effect.\footnote{The first-year effect is the ratio of a class size effect of $2.99 + 0.65 = 3.64$ percentiles (from Krueger, 1999, Table 9, column 3), to a standard deviation of $26.7$ percentiles (from the Appendix Table).} Ding and Lehrer (2010) applied a structural model to account for non-random attrition, and also found a significant effect in kindergarten and first grade, but none in later grades.

There is less agreement on the interpretation of these results, as there are various sources of potential bias in kindergarten, and even more so in subsequent grades. An upward bias might result if participating teachers and principals are eager for the experiment to succeed and take ad hoc steps to this effect (Hoxby, 2000, p. 1241),\footnote{A possible example: the 7\% of “incompatible” students in the smaller classes transferred to larger classes (Mosteller, 1995, p. 124; see above). This is distinct from either a “Hawthorn effect” or a “John Henry effect”, which may also bias results; Krueger (1997, section E) partly controls for these.} or if teachers and students assigned in the experiment to larger classes are demoralized by their inferior conditions. Another possible source of bias is unobserved self-selection through differential attrition, which clearly occurred (Ding and Lehrer, 2010).\footnote{The direction of the bias is upward if more ambitious parents are pulling their children out of larger classes more frequently; or it might be downward, due to what Cameron and Heckman refer to as "dynamic selection bias", if CSR improves academic achievement across the board, and as a result a larger share of low-ability students in the control group do not continue with their cohort to the next grade level and fall out of the study.} Alternatively, a downward bias could arise from measurement error, as a result of students moving in and out of classes during the year; or if teachers and students in larger classes make a greater effort to overcome their disadvantage; or if non-randomness in the allocation of teachers resulted in a larger proportion of experienced, more effective teachers assigned, say, to larger classes with a full-time teacher’s aide. A detailed look at STAR highlights the obvious: the research design of a multi-year RCT in education, as in other areas of social policy, cannot be implemented with the precision of some RCTs in medical research.\footnote{See the seminal contributions by Campbell (1957), Campbell and Stanley (1966) and Cook and Campbell (1979) on threats to validity in field experiments. "Double-blind" clinical medical trials avoid some of these problems, but are rarely an option in the social sciences. Of course, medical RCTs also experience problems of compliance and attrition, especially multi-year studies.} There are multiple sources of possible bias in either direction, which can be assessed only roughly, and when the estimated effects are
modest, as in the case of Project STAR, the precision of the econometric estimates may be illusory.\textsuperscript{15}

While these limitations of Project STAR are significant, they do not represent the main weakness of RCTs as a guide to CSR policy. This stems, in the first instance, from Project STAR's research question. From a policy standpoint, the relevant question is not whether reducing class size in the early years of school, holding other factors constant, offers learning benefits; most parents and educators would answer that of course it does, at least within the range of class sizes examined by STAR (Folger, 1989, p. 123). The question, as Levin et al. (1984), Folger (1989), Harris (2002, 2007, 2009), Normore and Llou (2006), and others observe, is whether CSR is the best use of a large increase in education spending. One alternative use of extra funds is adding a teacher's-aid to larger classes, a line of inquiry originally included in STAR but compromised in the implementation; another is using the money to raise teacher salaries. But Project STAR was not designed to quantify the tradeoff between class size and teacher quality, as it responds to wage incentives, i.e., whether the benefits of a reduction in class size more than offset the implicit decline in teacher quality.

Krueger (1999, 2002a, 2003) considers the simpler question, whether the CSR examined by Project STAR was worth the expense, but even this cannot be answered adequately.\textsuperscript{16} He assumes that costs are proportional to the number of classes, so that reducing class size from 22 to 15 students entails a cost increase of $7/15 = 47\%$, for 2.3 years, the average duration in the program. Krueger (2003) then estimates the economic value of learning gains from previous research on longitudinal data by Murnane, Willet and Levy (1995), Currie and Thomas (1999) and Neal and Johnson (1996), which he interprets as attributing an increase of 1.6\% in lifetime income to the estimated gain of 0.20 standard deviation (SD) in third-grade scores. Allowing for variation in assumptions on discount rates and future wage growth yields an internal rate of return between 5.2\% and 7.3\%.\textsuperscript{17}

\textsuperscript{15} The cautious restatement by Aron-Dine et al. (2013) of the robust conclusions that may be drawn from the RAND health insurance experiment reflects a similar view; see also note 22, below.

\textsuperscript{16} This corresponds to the analysis of the "flexible budget" case by Harris (2009), which suffers from the same flaws discussed here with reference to Krueger's analysis. Harris' analysis of the fixed budget case, which compares CSR to other interventions in terms of effect size per dollar, faces the complex challenge of finding a common denominator for comparing different effects.

\textsuperscript{17} Even on its own terms, the link this calculation makes between gains in third grade tests and lifetime wages is heroic. As Card and Krueger (1996, footnote 2) observe: "... many studies find only a weak link between standardized tests and earnings" giving Murnane et al. (1995) as an example "[They] find that adding a math test score raises the R-squared by 1.7 percentage points for men and 4.0 percentage points for women."
However, this calculation ignores general equilibrium effects on both the costs and benefits of smaller classes that affect full-scale CSR initiatives. Assuming a proportional 47% increase in costs to cover an increase of 47% in the demand for teachers leaves teachers’ wages constant; and if the intra-marginal pre-CSR teachers are on average intrinsically better teachers than are the extra-marginal teachers (previously unemployed or employed in other professions) hired to meet new demand, then teacher quality declines. Krueger (2003, p. F59) does note in his list of caveats that “the quality of teachers could decline” as does Harris (2009), but neither factors this into their quantitative sensitivity analysis. Moreover, many of the newly hired teachers are likely to be inexperienced and uncredentialed, further lowering teacher quality in the short run. Jepsen and Rivkin's (2009) empirical analysis of the California CSR takes particular issue with the assumption of constant teacher quality, noting the significant effect of California's CSR on the quality and distribution of the teaching force, notably in the short term, with inexperienced teachers disproportionately employed in schools serving weaker populations.

General equilibrium effects also apply to the calculation of benefits. The estimated increase in wages attributed to higher test scores, in the longitudinal studies cited above, reflect the advantage of a higher test score to an individual. To the extent that this also represents a signaling effect, it is greater than the advantage to raising the test scores of an entire cohort, as positional gains are offset by positional losses; empirical evidence on the effect of test scores at the individual level is not a reliable guide to the value of a general increase. Again, this is mentioned in the list of caveats but not incorporated quantitatively in the sensitivity analysis, and has no effect on Krueger’s indicated range of rates of return. As Cartwright (2007) notes, the validity of evidence-based policy depends on the strength of the weakest link in the chain of evidence. Most analyses of Project STAR were less concerned with creating the strongest chain of evidence than with perfecting a single link in this chain.

Project STAR's focus on the average effect of class size on test scores raises a further set of issues. It glosses over the fundamental difference between a class-size effect that modestly

18 Technically, these are departures from the "stable unit treatment value assumption" (SUTVA; Rubin, 2005, p. 323; Rothstein and von Wachter, 2016, p. 112). Imbens (2009, p. 2) notes that questions involving general equilibrium effects cannot be answered by simple experiments.

19 This is similar to equating the average advantage of everyone scoring 100 points higher on their college entrance exams, to the advantage to an individual of gaining 100 points. Even a small state cannot ignore this consideration. Though its students might individually benefit from higher wages in a national labor market this would entail many of them moving out-of-state. And if all states implement CSR policies unilaterally to maximize net benefits, in a Nash equilibrium classes will be too small.
increases the scores of all students and one that greatly benefits a small number of stronger or weaker students.\textsuperscript{20} Moreover, class-size effects estimated in other experimental and quasi-experimental studies vary widely, suggesting substantial heterogeneity in these effects. Thus, Hoxby's (2000) careful analysis of Connecticut data found no significant class-size effect,\textsuperscript{21} and Cho et al. (2012) find very small effects in a study of class size effects in grades 3 and 5 in Minnesota. Shapson et al. (1980) find no class effects for most achievement measures analyzed in their randomized study of class size effects in Toronto schools, in the fourth and fifth grades. Angrist and Lavy (1999) exploit class-size caps in Israel, and find that a ten-student reduction in class size in the fourth and fifth grades increases achievement by 0.1-0.2 of a standard deviation but has no effect in the third grade.\textsuperscript{22} Krueger (2002a, 2002b) and Hanushek (2002) drew different inferences from earlier non-randomized evidence.\textsuperscript{23} This wide variety of estimates raises questions regarding the extent to which an average effect estimated from an intervention administered to a non-random set of Tennessee schools thirty years ago generalizes to other school populations. Understanding the sources of this heterogeneity could help answer this question, but it requires an understanding of the mechanisms through which CSR improves education outcomes.\textsuperscript{24} This could be furthered by collaboration between economists and scholars from other disciplines with first-hand knowledge of teaching and learning processes but such collaboration is rare.\textsuperscript{25}

\textsuperscript{20} This is addressed, in a limited way, by looking at sub-populations, such as ethnic minorities, a departure from RCT protocol, which requires an adjustment in standard errors that is not always made. Moreover, taking an average of test scores, as a measure of learning, implies an underlying cardinal dimension where there is no such dimension. The estimated effect will depend on the specific design of the test, e.g., on the relative weighting of easier and more difficult subject material. This weighting is arbitrary, unless derived through some variant of Item Response Theory, the "Gold Standard" of test design, which determines question weights and student rankings simultaneously. But test scores so derived are inherently ordinal, and so can only rank students with respect to their performance on a common test or set of linked tests (Hambleton et al., 1991).

\textsuperscript{21} Schanzenbach (2014, p. 5) sees the discrepancy between this result and the positive estimates from project STAR as an "unresolved puzzle". In drawing conclusions from RCTs, economic research attaches far less importance to repeated replication, as a condition for establishing validity, than do the natural sciences, a need emphasized in Campbell and Stanley's (1966) seminal analysis.

\textsuperscript{22} See also Urquiola and Verhoogen (2009) for a critical look at their regression discontinuity design.

\textsuperscript{23} This exchange led Krueger (2002b, p. 67) to restate his position more cautiously, maintaining that his is "not an attempt 'to provide a justification for undertaking large class size reductions'", but rather that based on the evidence, "one should be reluctant to conclude that school resources are irrelevant to student outcomes."

\textsuperscript{24} Rothstein and von Wachter (2016) stress the importance of understanding the mechanisms behind the treatment effect. Ludwig et al. (2011) show how such an understanding can be used to design more useful and less costly experiments. Friedman-Sokuler (2016) argues for reframing empirical research to mirror the way policy is designed and implemented.

\textsuperscript{25} What actually happens in the classroom is addressed in the education literature by Shapson et al. (1980) and Mitchell et al. (1989) among others. In the economics literature, McKee et al. (2015) examine class composition
A further weakness of STAR, as a means of informing public discussion of optimal class size is its use of randomization. To answer its specific, well-defined research question as accurately as possible, STAR randomizes the assignment of teachers and students to classrooms. But teachers and students are never randomly assigned to classrooms. School-district superintendents and school principals purposively assign teachers and students to schools and classrooms, in ways that vary from case to case, and of course teachers, students and parents also affect these assignments. Some principals may be maximizing average achievement where others strive to narrow achievement gaps; some superintendents may assign more-experienced teachers to more challenging schools where others may direct better-qualified teachers to schools serving more affluent and politically influential populations. Studying the impact of smaller classes under different assignment rules more closely approximates the actual conditions of implementation than random assignment.26

Other limitations of STAR as a guide to policy stem from differences between experimental conditions and full-scale implementation. One such difference is the opportunity that full-scale implementation affords to make complementary investments, such as investments in new teaching methods and materials. Reducing class size is the equivalent of adding inputs to a school's "production process"; knowing what to do with the extra inputs changes the production function. The original STAR design included minimal teacher training, the addition of a "modest" three-day training module between the second and third year in 15 selected schools, which had no significant effect on test results (Mosteller, 1995, p. 124). This lack of an effective training component in Project STAR can lead to underestimating the potential benefits of CSR.

These flaws had real effects. Project STAR was perceived as providing clear evidence of the economic value of CSR, and contributed to its subsequent enactment in many states (Hanushek, 2002). This is not to say that Project STAR was the main factor behind CSR adoption—a policy that was already widely popular among parents and educators before STAR (Folger, 1989, p. 123); but analyses of STAR that showed significant class-size effects helped persuade state legislators that the extra taxes they would have to raise for CSR would be money well spent. The largest and best documented of the state-level CSR initiatives in

in project STAR and find patterns consistent with reduced disruption playing a key role. They cite Lazear (2001) as an authority on class disruption, rather than primary sources in the education literature.

26 In addition, Kasy (2016) shows that randomization may increase the expected mean-squared error. Bannerjee et al. (2016) discuss the excessive use of randomization in a broader context.
the years that followed was the California CSR, implementation of which began in 1996, at a recurring annual cost of $1.6 billion (Bohrnstedt and Stecher, 2002). It created extensive demand for new teachers, which more-affluent school districts were able to meet in a timely manner by attracting experienced, credentialed teachers from disadvantaged districts. Implementation of CSR lagged in districts serving disadvantaged minority and low-income students, and they were left with less-experienced teachers. Subsequent analysis by Bohrnstedt and Stecher (2002), Jepsen and Rivkin (2009) and Funkhouser (2009) found that much of the gains from reducing class size were offset by the decline in teacher quality, especially in disadvantaged districts. Consequently, the overall gains were smaller than those found in Project STAR, and the effect of CSR on the distribution of teacher quality widened the gap between advantaged and disadvantaged students. This runs counter to Project STAR's experimental findings, which indicated that smaller classes generate greater benefits for disadvantaged students.27 Similar findings were reported for a large-scale CSR in Florida. Chingos' (2012, p. 543) concluded that "mandated CSR in Florida had little, if any, effect on student achievement"; and Normore and Llon (2006, p. 429) found that "reducing class sizes is the most expensive of state inputs that affect achievement scores."

Conclusion

This paper has focused on Project STAR, a particular field experiment in education, but the lessons it offers are more widely applicable to policy-oriented empirical studies in labor, health, welfare and related fields. It suggests several ways of enhancing the usefulness of RCTs and related research strategies, as a guide to policy.

- Optimize the tradeoff between methodological rigor and policy relevance.
- Align the research question with the policy issue; consider the strength of the full chain of evidence in deciding on which link to focus.
- Incorporate prior empirical knowledge in the analysis, including informal knowledge and knowledge from other disciplines.
- Shape the research to better understand the conditions under which intervention is most effective, and why, rather than whether it works in specific conditions.

• Incorporate the impact of general equilibrium effects on costs and benefits in actual implementation, in assessing the implications of estimated experimental effects.
• Recognize potential differences in the incentives faced by experimental subjects, compared to full-scale implementation, and differences in monitoring and control.
• Tailor the extent and form of randomization to conditions of actual implementation; full randomization may not be relevant for shaping policy.

Two points are worth further emphasis. The first is that the division of labor implicit in the MEP—academic economists perform experimental studies, leaving others to link their answers to wider policy issues—runs counter to what economists have traditionally been very good at: formulating and analyzing economic problems that involve optimizing the use of limited resources to achieve specified objectives. Economists are trained to define policy objectives and resource constraints, and relate them to measured quantities; recognize general equilibrium effects; account for incentives, and so on.

The second is that economic research, as McCloskey (1998) has been teaching us for decades, is a form of rhetoric. Effective rhetoric engages its audience. This means listening to the insights and concerns of elected and appointed officials, educators, parents, scholars from other disciplines and the general public, and formulating research in a way that relates to these concerns in terms that can be understood. Neglecting these essential analytical and rhetorical dimensions of research immediately diminishes its value as a basis for policy advice, and in the longer run may cause these skills to atrophy—to the loss of the profession and society at large.
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