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Abstract

Gravity type models have often been used to analyse trade flows between countries and trading blocs. Previously
however, these models were only applied to either cross-section data, or to single country time-series data, which
imposed severe explicit (or implicit) restrictions on the specification of the model. Recently Gravity models have been
generalised and adapted to a panel data setting, where several time-series of cross-section dafzoséts VidTis

approach not only increases the degrees of freedom, it also enables the proper specification of source and target country
effects and time (or business cycle) effects. In this paper, we review in a unified framework, the recent developments in
the econometric methodology of Gravity models, and refine the estimation technigues to account for any possible
simultaneity bias. Although a fully specifiised effect&Gravity model has been estimated previously, this paper

contains the first ever results of imndom effectsounterpart. We also suggest an extension to the basic model, which
accounts for the fact that contemporaneous trade flows are likely to be strongly related to previous ones. Once more,
this appears to be the first application of such a model in the literature. Finally, all of these various models and
methods are illustrated with an application to export flows in the APEC region. The results clearly suggest that it is
important to properly specify the model, in terms of source, target and business cycle effects. If this is not the case,
policies could be instigated that do not take into account, for example, that some countries have “naturally” higher
propensities to import than others. Moreover, if these effects are not properly specified the affect of other important
driving factorse.g.population will be wrongly estimated. In both cases, policy will be misguided. Important

explanatory variables are found to be domestic and target country GDP, and dependent upon specification, local and
domestic population, the exchange rate and foreign currency reserves. Also, there is strong evidence that current export

flows are highly correlated with those of the previous year.
JEL Classification: C23 and F17.

February 1998

*We are grateful to Rosi Doran and Laszlo Konya for helpful suggestions.



1. Introduction

The imminent arrival of full Monetarynion in Europe,and the presence of already well defined
economic trading blocs (for example, the European Community — EUhamsia-Pacific Economic
Cooperation —APEC, group) requirescute awareness ofpolicy makers worldwide, of the
determinants of trade flows. As a facet of this, is the need to ascertain justiécwe suchtrading
blocsare in promotingrade. To answer such questiofiGravity models” have been extensively
used inthe past(see, forexample, Tinbergefl962], Linnemann[1966], Aitken [1973], Thursby
and Thursby{1987], Anderson[1979], Bergstrand [1985]0Oguledo andMacPhee[1994], Brad
[1994], Frankekt al.[1995], Matyas [1997, 1998] and Matyeitsal.[1997]).

Although Gravity models have been criticided their lack of theoreticalinderpinningsempirically
(especially in forecasting) they seem to perform particulasyl, and are therefore well suited for
policy analysis. Amajor drawback ofall studies prior toMatyas (1997, 1998)and Matyaset al.
(1997) lies in the nature of the data used, and the explicit (or implicit) model restrictions implied by it.
Invariably, inferencewas drawnreitherupon across-sectiorof country data inone time period, or

upon singletime-seriesof data in acountry by country approachHowever, heterogeneityacross
countries in traddélows is extremelylikely, and shouldtherefore be accountgdr in the model®
Moreover, the businesscycle (.e., “time”) will also undoubtedlyaffect bilateral tradeflows.
Erroneously ignoring either of these effects Walld toseriously miss-specifiedconometric models

and biased and miss-interpreted parameter estimates.

To identify theseeffects, anchence correctly specify the econometriodel, one requires pooled
time-series of cross-sectiormmfeldata) of the countries dfiterest. The major advances dlatyas
(1997, 1998) and Matyé al.(1997), were twofold. Firstly, to increase degrees of freedom, and to
enable identification obusinessycle andlocal (or exporting country effectspanel data in general
was advocated. Secondly, to correctly accourntafgret (or importing country effects. Suckffects

can be treated as constants and estimatede(heffects FE - model). Amajor advantage of this is
thatone isable to separately identithose countries which hawtrong propensities to expaahd
import, once one has already accounted for divergences in such other factors as GDP and populatior
Indeed, this was the focus of Matygtsal. (1997). However, in this paper, vaeditionally consider

a more parsimonious representationtleé data, in whichthe effects are treated as random and
absorbed into the erreerm (arandomeffects— RE - model). Although the theory and structure of
the RE triple-indexed Gravity model was the subject of M&t4898), this is the first everempirical
application of such a model/specification.

! That is, heterogeneity not adequately accounted for by divergences in recorded country statistics, such as GDP.



In this paper, wextend the advances of Matyd®997, 1998)and Matyaset al. (1997), toaccount
for likely simultaneity bias (a result of national accounting identities and ghsons). The method
suggested below ithat of instrumentalariables. Finallythese methods are further extended to
allow for a correlation between contemporaneous trade flows and thoseprétieus yearyielding
adynamicmodel of exporflows. This habit-persistencén exportflows is likely, due to (amongst
other things)political ties. Oncemore, this appears to ltee first time that either othese methods
have been considered and moreover estimated, in the literature.

The results clearly suggest that it is important to properly specify the model in tesmsrod target
andbusinessycle effects. Forthe APECblock, important explanatory variables are domestic and
target countryGDP, and dependenipon specificationlocal and domestipopulation,the exchange
rate and foreign currency reserves. Moreover, thecengpelling evidence that curreexportflows

are highly correlated with those of the previous year.

The plan ofthis paper is a$ollows. In Section 2below, wereview and generalise thecent
developments in the field of empirically evaluati@gavity models. Extensions these models and
estimationtechniques,are presented irSections 3 and 4 (fothe FE and REspecifications,
respectively). These extensianslude theuse ofsuitable instrumental variables to accofortany
simultaneitybias, and alsathe inclusion of a lagged dependent variable as an important explanatory
variable. Section 5 describéé®e dataused forthe empirical applicatiorffrom the APECregion).
Section 6 contains thdetailedresults forthe FE specification and Sectiontffose forthe RE. In
Section 8, we deal with some model selection issues, and finally some concluding ranedré&s/n

in Section 9.

2. The Gravity Model

We use the basic form tiie Gravitymodel,augmented by som@ancial variables, wher¢he real
exchange rate acts as a proxy for prices, such that

X = Bo+ B X o +BY, + BY+ B,POR+ B,POP, +B,FCR + B,ER, +a, +y,+A +u,, (1)
where:

» all monetary variables are expressed as natural logarithms of $1990US;

* [ ,an unknown constant afti’s 1 to 7 unknown response coefficients;

¢ X is the volume of exports from counirtoj, in yeart;

* X1 is the volume of exports from couniryoj, in the previous year;

* Y, is domestic countrys GDP in yeat;

* Y, is target country's GDP in yeat;



* POP, is domestic countrys population in yeat;

» POR, is target countrys population in yeat;

« FCR, is target country's foreign currency reserves in ydar

* ER, is the real exchange rate between counti@eslj, in yeart;

» a are thesource county effects, whi@dllow countries to have differing propensitiesexyport,
after controlling for divergences across GEIP.(see above);

sy, are the target counsffects, whichallow countries to have differing propensitiesimaport,
after similarly controlling for divergences in variables,

* A ,are the business cycle (time) effects;

* u, are the usual white noise disturbance terms;

e i=1,..N;t=0,....T-1;and =1,...J=N + 1, where the additional “country” is thest of the
world (note that subsequently we dendtd asJ).

Equation (1) nests most of the common specificatiorthefGravity modepreviously considered in
the literature (models a) to c)).

a) SettingB, =a, =y, =A =0,0i,j andt yields the “basic Gravity modet".
b) SettingB, =Y; =00 ] yields the “standard panel Gravity model”.

c) SettingB =0 vyields the models of Matygdd997a,b)and Matyaset al. (1997) —the “triple-

indexed Gravity model”, and
d) the fully unrestricted “dynamic triple-indexed Gravity model”.

It is recommended in this paper, that one initially start from model d) and théarttés validity of
more parsimonious models by standard procedures for parameter restrictions. Isogomg must
first decide orhow toformalise thetime, target andsource country effects. If one specifically
interested in theivalues,and/orwishes toforecast export flowsthey should betreated as fixed
unknown parameters and estimated. If, on the other hand, prim&sily interested in theesponse

parameterg (as in the case of a world model, fotample) a mor@arsimonious representation of
the datawould be totreat them agsandom,and estimate equatiolil) accordingly (see Section 4
below).

3. The Fixed Effects Gravity Model
3.1 The Static Approach: Models a), b) and c)

2 Although this generally estimated on either cross-section or time-series data, hence one woultldosk the
subscripts, respectively.



The fully unrestricted (static) model c) involves augmentivg basic Gravity model by threets of
dummy variables. That is, there daets of exporting (local) country dummid3, ), T sets oftime
dummies D,) andJ sets of importing (target) country dummi&sg)( For example, the source county
dummy fori = 1 equals 1 whenever country 1 is exporting amdh@rwise. The target dummyor |
=1 equals 1 whenever counjrig being exportetb and 0 otherwise, and the time dummytferQ is

1 only in the first time period and Ootherwise,and soon. Note that for every ijt block of
observations, there are only (= J — 1) target country effectas opposed td) as countries cannot

export to themselves. Assuming the typi(j‘zs\l>< J XT)X 1 data vectoK;, is stacked as

Xijt = (X12O’ X13O""’ XlJO’ X121""’ XlJl""’ X12,T—1""’ le,T—l""’ leO""’ XNJO""’ XNJ,T-ZI)’

the matrix forms of these dummy matrices can be expressed in terms of the identity nmatlier Qf
(1) and the unit vector of ord& () as Dy =1, U1, andD; =1y O (; 01, ). TheD, matrix is

JT

a bit more complicated. Firstly, defif® asD; =l 01, and theNJTx1 selection vector as

J+1 (T-D+1 TI-1
=@ 0 ..010 ..010 ....0)
=010 ..010 ..010 .. 0)

I"N=0 ... 010 ..010..010)

and

T —f172 N
T= (L),

theD, matrix is obtained by deleting the appropriate rov@bfgiven by a one in the vector.?

Models a) and b) are obtained simply by deleting the appropriate sets of dummies.

Once all these dummies have bapecified, due tahe obviousperfect collinearity betweeall three
sets ofdummies and the constaierm, onecan either estimatél) directly by OLS, including the
constant term, but removin@rbitrarily) one column fromeach of the thresets of dummies.
Alternatively, one can include all dummies and ¢oastant, butestrict thesum ofeach of the three
dummy variable sets to sum to unity.

3 Effectively this is removing the rows corresponding to wher as countries cannot export to themselves.



A point not often addressed in the literature, is the extent to which the explanatory variables of (1) can
be considered strictly exogenous. For exampéenational accountinglentities, GDP and exports

are intrinsicallylinked. Indeed, othe explanatory variables if1), only population appears to be
strictly exogenous. Ignoring this endogeneityl] result in the wellknow simultaneous bias of the
parameter estimates. An obvious way to circumvent this problenugetestrumental variablegor

the likely endogenous explanatory variables. Herauseelags othe endogenous variables teeir
instruments.

3.2 The Dynamic Model: Model d)

Consistent series @l the variables in equatiofil), for all of the countries of a particular trading

bloc, tend to be relativelyshort”. Thus,irrespective of the endogeneity problem alludealiove,

OLS estimation of model d) will be biased — a result of this short time-series and the lagged dependent
variable (see, for example, Nickell [1981] for a panel data based discussion).

In the simple dynamic panel data setting.(model b) augmented by a lagged dependanible),

one haghree standardptions of obtaining consisteparameter estimatésee, forexample, Harris

and Matyas [1996]). One can estimate the model in levels, using past values of theegtigeiyous

values as instruments for the lagged dependent variable. Secondtgndransformthe model into

first differences, and again usestrumentalariables. Finally, onean generalise the method of IV
estimation to Generalised Method of Moments (GM#d)imation, where in addition tihe implicit
assumption that the instruments and the disturbance term are asymptotically uncorrelated, further suc
conditions are exploited.

However, in the Gravity model setting, all of these methods are problematic. There appear to be few
strictly exogenous variables available for use as instruments for lagged #oysrtespecially given

the previously noted concerns abainultaneitybias. Secondly, aajor reason whyone would

favour the FE specificatiorfover the RE) isthat one isactually interested in theource andarget
country effects. Firstifferencing however,removes both of these, sutimat they are no longer
identified. Finally, GMM estimation involves numerical minimisation of potentially highly non-linear
functions with respect tthe full parameterector. In this instancdaking into accoungll of the

source, target and time effects, this would mean optimising over forty plus varidibles, it would

appear that the triple-indexed Gravity model does not lend itself to a FE $etting.

4 This is not to say that these estimation methods would not be of use in other triple-indexed settings other than the
Gravity model. Also, given that the source of the bias is the “short” time-series, if “long” runs of data can be obtained,
then simple OLS could once more be used (or possibly 1V’s, again to account for simultaneity bias).



4. The Random Effects Gravity Model
4.1 The Static Model: Models a), b) and c)
Models a) and b) are simply estimated by OLS B@&LS (Feasible Generalised LeaStuares)
respectively, thdatter being a standard application of a Ri®del, such agiven in Matyag1996).
For the triple-indexedmodel, oneagain requires &GLS procedure (Matya$1998]). What is

required is the covariance matrix Uf,-w where v, =a; +y; +A +u;,. If all the effects are
homoscedastic and uncorrelated both with each other andhsitlvhitenoise disturbanceerms, the

}=0l+0}+0}+02. The vectorY wil have a (NJTxNJT)

variance ofv;, will be 0,

covariance matrix of thdorm %, = Zo + %, + Z» + Z, where =, =02(, oL

Z; = G)/ZQNT O QNT ol J)) andX, is obtained by deleting the appropriatavs and columns from

%, as defined againby %, = UAZQN O QN O (IT oL, ))) wherel - is aJ' squarematrix of ones;

_ 2

and2, =0yl ..

The required components Bbf are estimated from the OLS residuassng the partialsums ovet, i,
(i, j) andt. The expected values of tlsguares othese partiasums, gives identifying equations

which can be used to solve for the various error components.

4.2 The Dynamic Model: Model d)
Irrespective of any simultaneityias, equation(1) cannot be consistently estimated ®yS, GLS or
FGLS, as the laggedependent variable will be correlated witie composite disturbance terms due

to the presence dfoth o ; andy ; (which arebothtime invariant). Due to the likelyexistence of
simultaneity bias, the most appropriate method of estimation would appear to bé GMM.

GMM estimation involvegxplicit exploitation of theoretical momeaobnditions. Theseconditions,
which are expressed in terms afataand parametergre estimated by their sampeunterparts.
These can be derived easily for a dynamic triple-indemedel,along the lines othose summarised
in Harris andMatyas(1996). Moreoverthe triple-indexed nature of the datastly increases the
potential number o€onditions. Large sample efficiency argumerstisggesthat all of the identified
orthogonality conditionshould be usedyut bias ones not g@ee, forexample,Altonji and Segal
[1996] onthe bias/efficiency trade-off iIGMM estimation). The conditionsused inthe following
application were that: the,’s were centred on zero, homoscedastic, serially independenttifoegr
and that source and target population were contemporaneously exogenous.

5 See, for exampleansen (1982and PaganandVella (1989) on GMM in generahnd Ahn and Schmidt (1995),
Créponet al.(1996) and Harris and Matyas (1996), on GMM and dynamic panel data models.
® These were chosen as a combination of numerical, theoreticalgiuti reasons.



5. The Data

The data is taken from 12 counties of the APEC trading block: AustBaliaei, Canada, Indonesia,
Japan, KorealMalaysia,New Zealandthe Philippines, Singaporélhailand and the Unite&tates,
although Brunei was excluded due to excessive amounts of missing ameimbledata. The EU
trading blockwas used as a proxy ftine rest of theworld. Yearsused were 1982 1994. For
consistent comparisons, astimationwas undertaken excluding thgst year(as for IV estimation,
1982 values were used as instruments).

Most of the datawas taken fromthe International Monetarfund publications (yearbooks and
guarterly issues ofinternational Financial Statisticd995, 1996and September 1996; and the
yearbooks ofDirector of Trade Statisticsi989, 1995and 1996). The few missing annual
observations werestimatedfrom quarterly observations possible, otherwis¢hey wereimputed
using average annual rates of growth over the previous ten (if possible, five if not) years.

The European Union (EU) was usedtlasrest of theworld or other economic unit/“country”. The

EU is arguably the most significant economic block of the world, justifying its use as a proxy for the
rest oftheworld. The EUoverthe whole sample period iseated asAustria, Belgium, Denmark,
Finland, France, Germany, Greece, Iceland, Ireland, Italy, Luxembtheryetherlands, Portugal,
Spain, Sweden, and the UK. BMdlues of income, population and foreign currereserveswere
treated as the sum of the individual countries’ values, and the exchange rate is that of the ECU.

6. The Fixed Effects Results

Table 1contains the simple OL&sults forthe fully restricted model — ntwcal or targetcountry
effects, and no time effects (model a)). Table 2, augmentstdsl by including theseffects, and

is estimated by OLS angking IV’s (note that wediffer from Matyéset al. [1997] inthat we delete
one dummy of each set, as opposed to restricting them to sum to unity). The first result tthabte is
using IV’s does not appear to noticeably affectrésults, suggestintipat inthis case endogeneity is
possibly not a serious problem.

Table 1: Simple OLS Results; Model & ; =y;=A =0 for all i, j and t

Variable Parameter Estimate t-statistic
Constant -2.520845 -10.934
Y, 0.755621 31.695
it 0.352189 11.175
POP, -0.301923 -9.885
POP, 0.076758 2.422

" Further information on the data used can be found in Métyals1997.



FCR,
ER,

R =0.69938

0.469492
-0.047676

N=11;J=12;T=1983 - 1994

15.656
-4.934

Table 2: Simple OLS and IV Results; Model @ , vy, A ,#

0 and Fixed, for all i, |

Parameter Estimate t-statistic

and t

OLS v
Variable Parameter Estimate  t-statistic
Constant -13.971491 -2.770 -13.418751
Y, 0.618600 3.735 0.606856
Y 0.442287 2.347 0.415821
POP, 1.715213 1.655 1.739678
POP, 2.241714 2.066 2.095652
FCR, 0.088687 1.379 0.096945
ER; 0.258403 1.295 0.274349
a Australid 1.802482 3.617 1.807363
a Indonesia -0.718621 -0.389 -0.668415
a Japan 0.093591 0.057 0.151787
a Korea 2.041779 1.886 2.122057
a Malaysia 2.533231 4.388 2.526025
a New Zealand 4.075757 1.876 4,102617
a The Philippines -0.561864 -0.754 -0.564179
a Singapore 6.575127 2.722 6.605877
a Thailand 0.161053 0.239 0.168766
a USA -2.865699 -1.235 -2.896250
y Australid 5.607813 1.680 5.098207
y Canada 3.978086 1.417 3.558188
y Indonesia -1.917536 -1.214 -2.214735
y Japan 0.779482 0.454 0.532450
y Korea 2.299189 0.796 1.818133
y Malaysia 5.900768 1.734 5.337664
y New Zealand 8.182466 1.600 7.395354
y The Philippines 1.797196 0.828 1.398500
y Singapore 10.940053 2.023 10.093889
y Thailand 2.128353 0.934 1.714627
y USA 0.653973 1.659 0.615467

-2.537
3.494
1.779
1.641
1.794
0.865
1.269

3.556
-0.359
0.0915
1.834
4.247
1.849
-0.756
2.676
0.250
-1.222

1.406
1.178
-1.292
0.291
0.585
1.421
1.327
0.592
1.694
0.686
1.497
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Table 2: Continued

Variable Parameter EstiCr)anie t-statistic Parameter Estli\rgate t-statistic
A 1984 -0.053145 -0.538 -0.052736 -0.534
A 1985 -0.133049 -1.279 -0.133631 -1.285
A 1986 -0.279986 -2.477 -0.278682 -2.442
A 1987 -0.257873 -2.031 -0.252698 -1.971
A 1988 -0.275310 -1.878 -0.266015 -1.788
A 1989 -0.271320 -1.644 -0.260114 -1.548
A 1990 -0.313319 -1.714 -0.299307 -1.610
A 1991 -0.397627 -1.924 -0.380848 -1.814
A 1992 -0.430419 -1.904 -0.410599 -1.788
A 1993 -0.470212 -1.909 -0.448643 -1.791
A 1994 -0.488546 -1.811 -0.463117 -1.685
R 0.8528 0.8528

RSS 803.83 803.87

N=11;J=12;T=1983 — 1994

* Omitted country = Canada.
2 Omitted country ¥est of world
® Omitted year = 1983.

A Test for the Joint Significance of Time, Target and Local Country Effects

A test of the null hypothesis,Hr =y, =A =0 Ui, jandt, can beundertaken. Undethe null
hypothesis, the quantity

c_ (RSS,-RSY/(N+J+T-3)
" RSYNIT-N-J-T-K+3)

has anF-distribution with degrees of freedom given Htiye deflators in the numerator and
denominator, and wher@SS and RSS are the residuadum of squares fronthe restricted and
unrestricted models respectively, akdis the number of explanatory variables (excluding the
dummies, but including the constant term).

Based upon OLS residuals, the calculated test-statisti®.68 clearly rejects the nulhypothesis, as
is to be expected given the individual significance of many of teéieets. This suggestthat
inference based oresults from models such asodel a) will be invalid to the extent that the
estimation suffers from omitted variable bias. Any inference based therefore omotiek (Table 1)
would be misleading and incorrect.

11



The Effect of the Explanatory Variables

Crudely speakingdomestic only variablest{s) correspond tdhe supply of exports, whilsttarget
only variablesj{’s) apply tothe demandfor exports. Variables varying byocal and target country
(ijt’s) are a hybrid of both supply and demand factors.

Both domestic and target country GDP are significant and positive, with the former effect dominating.
Target countryGDP is ameasure of the extent thexportsare “sucked in” as the foreign economy
grows. Local country GDP is simply aneasure of the size of the (domestic) economy in terms of
available goods - on&ould expect “larger” economies to expaonore. Similarly, with population,

with now domestic levels helping to define production possibifityntiers, and foreign levels,
potential overseas markets/demand. The population effects appear larger than thoszDd® fand

now the relative magnitudes of foreign and domestic levels are reversed.

The level of foreign currency reserves of the importing country appear to have retdgieely small
effect, and moreover this coefficiengstimatedstandarderror, suggestthat it could beconsidered
insignificant. However, this variable may simply represent primérgyaccumulation of current and
previous trade flows, exchange rate policieetc, and therefore havditle bearing on
contemporaneous export demand.

More surprising, is the apparent insignificancehef real exchangeate. Defined asunits of foreign
currency per unit of domestaurrency, alomestic currency appreciation is represented by a rise in
the (definedyeal exchangeate. The effect of a currency appreciationtwgofold. Firstly, exports
would be instantaneousiyore expensive. Howevetthis effect will be negated to the extethiat
imported raw materials would now be cheap@uverallthough, it seems sensible to assitha the
former effect will dominate. Thus firstly, the exchange rate variable appears to be pesigrsaty

and secondly it appears unrealistically insignificamte insignificance othis variable ispossibly
suggesting that the two conflicting effects (supply and demand) are canceling each other out.

Source Country Effects

Several of the countries appear to have a relatihvidyh propensity to export, mostotably
(approximately rankedyingapore, New Zealan#jalaysia, Korea and Australia. @fe remaining
countries, only the USA had negative (and arguably significant) export effect.

Target Country Effects

The economy ofSingapore appears to be onetloé most open, as inot only hasthe strongest
propensity to exporthut alsothe strongest propensity to imporfThe economies oNew Zealand,
Malaysia, Australia, USA an@anada also appear to baatively open, whereashat of Indonesia
appears quite restrictive. The target effects of the remaining countries seem to be insignificant.

1z



Business Cycle Effects
Real export volumes, in general, seem to have followed a decreasing trend over the yeassion.
The trend was stable over the late eighties, but worsened into the early to mid nineties.

Comparison with Traditional Gravity-Type Model

From the abové-test and the individual significance of many of the dunvasables, it is obvious
that it is extremely important to properly specify the Gramtydel. In doingso, wehave beerable

to identify those countries with strong (and conversely weak) propensities to both impestpantd

This isextremely importanfor policy setting bottby, andwithin, the tradingbloc. For example,
APEC members wanting tpursue exporied expansionary policies, would deell to look to

Singapore as a potential market. Similarly, countries sutieds.S. should for ways tancreasing
the demandor, or supply of, exports. If suckffects are ignored in policgetting, seriously
misplaced policies may be instigated with unpredictable results.

In terms of explanatory variables, if we were to (erroneously) focus on the restricted timoadfect

of domestic and foreign GDP would have been would over- and under-exaggerated, respectively. We
would also have wrongly concluded that domestic population Hasimental affect oexports, and
severely under-estimated the effect of forgigpulation. Finally, we wouldhave also incorrectly

placed too much emphasis on foreign currency reserves and the real exchange rate (Tables 1 and 2).

In summary then, it ismperative that policy iset in accordance not only withe correcresponse
parameters (basedpon the fully specifiedmodel), but alsothat the various member states’
propensities to import and export are sufficiently taken into account.

7. The Random Effects Results

The Static Model

The RE results for the static model (model c)) are giveraliie 3below, and those fothe dynamic
model (model)), in Table 4. Interms of the statimodel,the morerobust Generalised IV (GIV)
estimatesare relatively similar to the simplEGLS oneswith three exceptions (the constaatm,
target population and foreign currency reserves). However, utilising a GIV estimatogppees to
quite significantly improve estimated standard errors. The explanabovgr ofthe RE specification
is still quite reasonable compared to that of the FE moa¢ing the absence afumerousdummy
variables in the former).

Table 3: FGLS and Generalised IV Results; Model @), y;, A ;* 0 and Random,
for all i, j and t

FGLS Generalised IV



Variable Parameter Estimate  t-statistic Parameter Estimate t-statistic

Constant -0.223528 20.297 -1.878614 ~7.331
Y, 0.758974 9.139 0.721630 30.664
f 0.229563 2.375 0.350092 10.906
POP, -0.241090 -1.500 -0.291322 -9.702
POP, 0.363284 2.369 0.087381 2.795
FCR, 0.161723 3.413 0.421008 12.833
ER, -0.028715 -0.487 -0.048686 -5.131
= 0.6214 0.6963
RSS 2114.75 1696.07

N=11;J=12;T=1983 — 1994

Comparing IV estimateacrossfixed and random specifications, it appetinat thevarious dummy
variables of the former tend to explain mosttw variation inexports,dominating the effects of the

other explanatory values. This is evident to the extent that only source country GDP (and the constant
term) appearedtrongly significant inthe fixed effects mode{although, all of local and target
population and local and target GDP were significant at the 10% level). The effecal@ndtarget

country GDPappear quite similaacross specifications. In both instancie capacity effect of
domestic GDP outweighs the demand pull effect of target country GDP.

The effect of population (target and sourcehasvever,markedly differentacross specifications. In

the FE specificatiomoth effectsare “large” andpositive, whereas ithe REmodel, the effects are

much reduced anthat of domestic population i1segative. Foreign currency reserves appear to
significantly increase export demand in the RE specificafmdmist being insignificant inthe FE

model). The magnitude of this effect is on a par with that exerted by target country GDP. Finally, the
effect of the real exchange rate is significant and negative (reversing the somewhat surprising result of
the FEmodel), suggestintghat indeed the effect of the exchange rate is dominated by desitend
factors.

The Dynamic Model

The results for the dynamic RE model are presented in Table 4 below (the inconsistent OLS results are
included justfor comparisonpurposes). The model appears well specified general, with a
significant rise in explanatonqyower (up to just under 90%pmpared to the GIV anBGLS RE

results. ltclearly passes both Hansentest for over-identifying restrictionsi.e., the moment
conditions used are valid), and a generalised LM test for additional variables.

Table 4: Dynamic Model: GMM and OLS (inconsistent); Model @ ; =y, =A =0
for all i, j and t

GMM OLS
Variable Parameter Estimate  t-statistic Parameter Estimate t-statistic
Constant -0.665148 -2.530 -0.084107 -1.450
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Xij't_l 0.436328 87.812 0.978475 154.795
i« 0.463670 1.175 0.023036 3.149

th 0.401387 1.003 -0.007776 -0.995

POP, -0.184831 -0.716 -0.014693 -1.982

POP, -0.073289 -0.329 0.010756 1.440

FCR, 0.099028 22.037 0.023921 3.065

EF\’-J-t -0.011517 -0.026 -0.002219 -0.966

Rz 0.8862 0.9846

Hansen TestXix ) 0.9563

LM Test (2 ) 0.0198

N=11;J=12;T=1983 — 1994

As expected, lagged exporexert a positive and highly significant on current exptoivs.
However, this appears to be #te expense of severpteviously significant variables, and most
notably of localand targetGDP? The estimated values of coefficients ttmugh, remain fairly
similar across the static and random RBdels. It appearthat onceone hasconditionedupon last
year’'s exportflows, the only remaining significant influence on current export demarttiastarget
country’s level of foreign currency reserves — the higher a country’s reserves, the easigray for
imports.

8. Model Selection Issues

Although we have subjected the preceding model specificationarimus testingorocedures, the
question of model selection naturadlyises. Unfortunatelythere appears to belack of arigorous

testingframework, which encompasstte® GMM estimator. We canhowever,extendHausman’s
specification test for fixedersusrandom effects (see, for example, Baltagi [1986, 1996]).

The test statistic ibased uporthe fact that theonsistency othe RE model is reliantponthe null
hypothesisHO:E(leijt)=0. Under H, both the FGLS estimates of the RE model and OLS
estimates of the FE model arensistent. However, i, is nottrue, the latterremainsconsistent,
whilst the former is not. Thus, weanbase a test arourtte di]‘ference@_‘%:éRE —fFE. UnderH,
plim&=0. The variance of will be equal tovar @FE)— var@REJ, as undeH, Cov Q_tl_?RE): 0,

The test statistic then is

8 Note that this appears to be case with simple OLS estimation of this model.
° The significance of the lagged dependent variable, does suggest though, that this is indeed, an important explanatory
variable.



which isasymptotically distributed a%; , underH, (note that thelegrees of freedom exclude the
constant term, as it is necessary to rentbeeappropriateows/columns frorr@i and var(@ which

correspond to the constant teiire,, the test is based on thlepecoefficients only). Large values of
the test statistic argue in favour of the FE specification.

The calculated test statistibased onOLS and FGLS parameter estimatesyas 13.35, with
Xeoss =12.59 . These values are cleasfgry close, suggestintpat (quantitatively) there ittle to

choose from betweethe FE and REnodels. However, ipractice, we expect model selection in
these areas to be of a more subjeatigture. For example, dne is specifically interested in the
“openness” of economies, a FE specification model should be used. For strictly moreqasmys,

the RE model may be preferred, as the effects of explanatory variables are not diminished the presenc
of a relatively large set of dumnwariables. Moreoveithe RE model may be preferred ateitds

itself to a dynamic specification, ofhich the lagged dependent variable is likely to be highly
significant.

We can sed¢hat the model selection between the &t FE model specifications can be carried out
using a simple formakest. Onthe otherhand,the choice between the static and dynamic models is
not as obvious as there are no well-defined proceduresdo.ddhis is, however, ajuite important
question ashe parameter estimatpsovided by these specificatioase substantiallglifferent. The

choice then should be based on the purpose of our analysis. rifatuigoal isforecastingthen the
dynamic model is to bereferred. If, onthe otherhand, structural (policy) analysis ithe main
objective of the study, the static model is toused, aghe introduction of dynamics (in tHerm of

lagged dependent variables) wipes out almost completely the significance of the structural parameters.

9. Conclusion

This paper has been an attempt at unifyhrey estimation of Gravitynodels. It has showthat care

must be taken in specifyiral of the likely effects, otherwise any further analysis is \isly to be

flawed. In doingso, one canelucidate on théopenness” ofmember countries’ economies and
moreover, specifically and separately, identify both propensities to export and import. If, on the other
hand, focus is on the random effects model, the coefficients of the explanatory varabiles to be
estimated with greater precision, possibly providing greater insights for policy makers. Eneady,

Is compelling evidence thaixportsare strongly autoregressive, a point also to be borrmaind by

policy makers when initiating trade policies.
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